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RESUMEN

El presente articulo de revision sistematica tiene como objetivo analizar la disrupcion algoritmica en las
relaciones humanas, con énfasis en el fenomeno juvenil de los A/ companions, examinando sus
implicancias sociales, éticas, psicologicas y educativas. La revision se llevo a cabo siguiendo la
metodologia PRISMA 2020, incluyendo estudios publicados entre 2010 y 2025 en bases de datos
académicas internacionales, seleccionando investigaciones que abordaran la interaccion de jévenes con
agentes conversacionales basados en inteligencia artificial. Se identificaron seis categorias analiticas:
configuracion algoritmica, motivaciones juveniles, construccion de identidad, transformacion de
relaciones interpersonales, riesgos éticos y psicologicos, e implicaciones educativas y socioculturales.
Los hallazgos muestran que los A/ companions generan vinculos emocionalmente significativos
percibidos por los jovenes, influyendo en la autopercepcion, la validacion emocional y las dindmicas
sociales, mientras presentan riesgos asociados a la dependencia afectiva, la manipulacion algoritmica y
la explotacion de datos sensibles. Ademas, la revision evidencia vacios en estudios longitudinales y
diversidad cultural, asi como la necesidad de alfabetizacion algoritmica y educacion ética. Se concluye
que los Al companions constituyen un fenomeno emergente que requiere enfoques interdisciplinarios y
regulaciones orientadas a garantizar el bienestar relacional juvenil y un uso critico y responsable de la

tecnologia.
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Algorithmic Disruption in Human Relationships: A Systematic
Review of the Youth Phenomenon of AI Companions

ABSTRACT

This systematic review aims to analyze algorithmic disruption in human relationships, with a focus on
the youth phenomenon of Al companions, examining its social, ethical, psychological, and educational
implications. The review was conducted following the PRISMA 2020 methodology, including studies
published between 2010 and 2025 in international academic databases, selecting research that addressed
the interaction of young people with conversational agents based on artificial intelligence. Six analytical
categories were identified: algorithmic configuration, youth motivations, identity construction,
transformation of interpersonal relationships, ethical and psychological risks, and educational and
sociocultural implications. The findings show that Al companions generate emotionally significant
bonds perceived by young users, influencing self-perception, emotional validation, and social dynamics,
while presenting risks related to emotional dependency, algorithmic manipulation, and sensitive data
exploitation. Additionally, the review highlights gaps in longitudinal studies and cultural diversity, as
well as the need for algorithmic literacy and ethical education. It is concluded that AI companions
constitute an emerging phenomenon that requires interdisciplinary approaches and regulations aimed at

ensuring youth relational well-being and the critical and responsible use of technology.
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INTRODUCCION

En las ultimas décadas, el acelerado desarrollo de la inteligencia artificial (IA) ha transformado de
manera sustantiva las formas de interaccion humana, reconfigurando los vinculos sociales, afectivos y
comunicativos en distintos contextos culturales y generacionales (Floridi, 2014; Russell & Norvig,
2021). En particular, la irrupcion de sistemas algoritmicos disefiados para simular interacciones sociales
—como los denominados 4/ companions— ha generado un nuevo escenario relacional que desafia las
concepciones tradicionales de sociabilidad, intimidad y construccién del vinculo humano (Turkle, 2017;
Danaher, 2019). Este fenomeno adquiere una relevancia singular en el ambito juvenil, dado que los
jovenes constituyen el grupo etario con mayor exposicion, adopcidon y normalizacion de tecnologias
digitales mediadas por algoritmos inteligentes (Livingstone et al., 2021).

La nocién de disrupcion algoritmica refiere al impacto estructural que los sistemas automatizados
producen sobre practicas sociales previamente mediadas por relaciones humanas directas, introduciendo
logicas de prediccion, personalizacion y simulacion emocional en los procesos de interaccion cotidiana
(Zuboff, 2019; Gillespie, 2020). En este sentido, los A/ companions —asistentes conversacionales
disenados para ofrecer compafiia emocional, apoyo psicologico o interaccion social simulada—
representan una expresion avanzada de dicha disrupcion, al ocupar espacios tradicionalmente reservados
a las relaciones interpersonales humanas (Shum et al., 2018; Skjuve et al., 2021). Su proliferacion
plantea interrogantes profundos sobre la naturaleza del vinculo, la autenticidad emocional y el desarrollo
socioafectivo de los usuarios jovenes.

Desde una perspectiva sociotécnica, las tecnologias no solo median la comunicacidn, sino que
configuran activamente las formas de subjetividad y relacion social (Latour, 2005; Couldry & Mejias,
2019). En el caso de los A1 companions, esta mediacion se intensifica al incorporar modelos de lenguaje
capaces de emular empatia, reciprocidad y continuidad relacional, elementos centrales en la experiencia
humana de la amistad y el afecto (Bender et al., 2021; Lemoine & Srinivasan, 2023). Para las juventudes,
que atraviesan procesos criticos de construccion identitaria y pertenencia social, la interaccion sostenida

con agentes artificiales plantea oportunidades y riesgos que aun no han sido plenamente sistematizados

por la literatura cientifica (Arnett, 2015; Odgers & Jensen, 2020).




Diversos estudios han sefialado que los jovenes tienden a establecer relaciones significativas con
tecnologias digitales, atribuyéndoles agencia, intencionalidad y valor emocional (Reeves & Nass, 1996;
Turkle, 2011). En este contexto, los Al companions no son percibidos tinicamente como herramientas
funcionales, sino como entidades relacionales capaces de ofrecer escucha, comprension y validacion
emocional, especialmente en situaciones de soledad, ansiedad o aislamiento social (Elgan & Bjerke,
2023; Skjuve & Brandtzaeg, 2022). Esta tendencia ha sido reforzada por el contexto postpandemia,
donde el distanciamiento social aceleré la adopcion de soluciones digitales para suplir carencias
relacionales (OECD, 2021; Wiederhold, 2020).

No obstante, la incorporacion de A/ companions en la vida cotidiana juvenil suscita debates éticos,
psicologicos y sociales de considerable complejidad. Algunos autores advierten que la sustitucion
parcial de vinculos humanos por relaciones algoritmicas podria afectar el desarrollo de habilidades
socioemocionales, la tolerancia a la frustracion interpersonal y la capacidad de negociacion afectiva en
contextos reales (Turkle, 2017; Vallor, 2016). Asimismo, se ha planteado que estas tecnologias podrian
reforzar dinamicas de dependencia emocional, especialmente en poblaciones jovenes con
vulnerabilidades psicosociales preexistentes (Crawford, 2021; Montag et al., 2023).

Desde el campo de la psicologia del desarrollo, la adolescencia y la juventud temprana se caracterizan
por una intensa exploracion de la identidad, la intimidad y la autonomia relacional (Erikson, 1968;
Arnett, 2015). En este marco, la interaccion con A/ companions podria influir en la manera en que los
jovenes experimentan la cercania emocional, la autoexpresion y el reconocimiento social, al ofrecer
respuestas consistentes, no conflictivas y altamente personalizadas (Shum et al., 2018; Skjuve et al.,
2021). Esta dindmica plantea interrogantes sobre el aprendizaje relacional y la construccion de
expectativas respecto a las relaciones humanas reales.

Por otro lado, la literatura reciente también destaca potenciales beneficios asociados al uso de A/
companions, particularmente en términos de apoyo emocional, reduccion de la soledad percibida y
facilitacion de la expresion emocional en contextos seguros (Fitzpatrick et al., 2017; Inkster et al., 2018).

En poblaciones juveniles que enfrentan estigmatizacion, ansiedad social o barreras para acceder a

servicios de salud mental, estos sistemas podrian funcionar como recursos complementarios, siempre




que su disefio y uso estén adecuadamente regulados (WHO, 2022; Elgan & Bjerke, 2023). Sin embargo,
la evidencia empirica sobre estos beneficios es atin fragmentaria y heterogénea.

La expansion de los A7 companions se inscribe ademas en un ecosistema digital dominado por la logica
del capitalismo de plataformas y la extraccion de datos personales, lo que introduce dimensiones
adicionales de analisis relacionadas con la privacidad, la vigilancia y la monetizacion de la intimidad
(Zuboft, 2019; Couldry & Mejias, 2019). En el caso de los jovenes, estas practicas adquieren especial
gravedad, dado su menor nivel de alfabetizacion digital critica y su mayor exposicion a dindmicas de
explotacion algoritmica (Livingstone et al., 2021; Montgomery et al., 2022). La relacion emocional con
sistemas que recolectan y procesan datos sensibles plantea desafios éticos que requieren atencion
sistematica.

A nivel académico, el fendmeno de los A companions ha sido abordado desde multiples disciplinas,
incluyendo la interaccion humano-computadora, la psicologia, la sociologia y la ética de la tecnologia
(Danaher, 2019; Vallor, 2016; Skjuve & Brandtzaeg, 2022). No obstante, la producciéon cientifica
presenta una dispersion conceptual y metodologica significativa, con estudios que varian en
definiciones, enfoques tedricos y resultados, dificultando la construccién de un marco comprensivo
integrado (Gunkel, 2018; Floridi et al., 2018). Esta fragmentacion evidencia la necesidad de revisiones
sistematicas que permitan sintetizar el conocimiento disponible y orientar futuras investigaciones.

En particular, se observa una carencia de revisiones sistematicas centradas especificamente en el
impacto de los A/ companions sobre las relaciones humanas juveniles, entendidas no solo como vinculos
interpersonales, sino como procesos simbolicos, emocionales y sociales complejos (Arnett, 2015;
Odgers & Jensen, 2020). La mayoria de los estudios existentes se focalizan en aspectos técnicos o en
poblaciones adultas, dejando un vacio analitico respecto a las experiencias, percepciones Yy
consecuencias relacionales en jovenes (Skjuve et al., 2021; Elgan & Bjerke, 2023). Esta laguna limita
la capacidad de disefiar politicas, intervenciones educativas y marcos regulatorios adecuados.

Desde una perspectiva educativa y social, comprender la disrupcion algoritmica en las relaciones
juveniles resulta fundamental para promover un uso critico, ético y responsable de la IA (UNESCO,

2021; OECD, 2022). La alfabetizacion algoritmica y emocional emerge como un componente clave para

que los jovenes puedan interactuar con estas tecnologias sin sustituir, empobrecer o instrumentalizar sus




vinculos humanos (Vallor, 2016; Livingstone et al., 2021). En este sentido, el analisis sistematico de la
evidencia disponible constituye un insumo esencial para el disefio de estrategias formativas y
preventivas.

El presente articulo tiene como objetivo realizar una revision sistematica de la literatura cientifica sobre
la disrupcion algoritmica en las relaciones humanas, con énfasis en el fenomeno juvenil de los 47
companions. A través del analisis critico de estudios empiricos y tedricos publicados en bases de datos
académicas reconocidas, se busca identificar tendencias, enfoques, hallazgos y vacios de investigacion,
asi como evaluar las implicancias psicoldgicas, sociales y éticas de estas tecnologias en la poblacion
joven (PRISMA, 2020; Page et al., 2021). Esta revision pretende contribuir a un debate informado y
multidimensional sobre el lugar de la A en la configuracion de las relaciones humanas contemporaneas.
Este estudio se posiciona desde una mirada critica e interdisciplinaria, reconociendo tanto el potencial
transformador como los riesgos inherentes a los Al companions en contextos juveniles (Floridi, 2014;
Turkle, 2017). Al sistematizar la evidencia disponible, se aspira a ofrecer un marco analitico que sirva
de referencia para investigadores, educadores, responsables de politicas publicas y desarrolladores
tecnologicos interesados en promover una integracion ética y humanamente sostenible de la inteligencia
artificial en la vida social de las nuevas generaciones (UNESCO, 2021; Vallor, 2016).

Contexto y Relevancia del Estudio

La acelerada incorporacion de sistemas de inteligencia artificial en la vida cotidiana ha generado
transformaciones profundas en las dinamicas sociales contemporaneas, particularmente en las formas
de interaccion, comunicacion y construccion de vinculos afectivos (Floridi, 2014; Russell & Norvig,
2021). En este contexto, los denominados 4/ companions —agentes conversacionales disefiados para
interactuar de manera empatica y personalizada— se han posicionado como tecnologias emergentes con
una fuerte presencia entre las juventudes, quienes constituyen el grupo etario con mayor nivel de
adopcion y normalizacion de entornos digitales algoritmicamente mediados (Livingstone et al., 2021).
El contexto juvenil resulta especialmente relevante debido a que esta etapa del ciclo vital se caracteriza
por procesos intensivos de socializacion, construccion identitaria y busqueda de pertenencia relacional

(Erikson, 1968; Arnett, 2015). La interaccion sostenida con A/ companions introduce una nueva forma

de mediacion tecnologica que no solo facilita la comunicacion, sino que simula reciprocidad emocional,




escucha activa y acompafiamiento afectivo, elementos tradicionalmente asociados a las relaciones
humanas significativas (Turkle, 2017; Skjuve et al., 2021). Esta situacion plantea interrogantes
fundamentales sobre el modo en que los jovenes configuran sus experiencias relacionales en entornos
hibridos humano-algoritmicos.

La relevancia del estudio se acentia en un escenario postpandémico marcado por el incremento de la
soledad percibida, la ansiedad social y el debilitamiento de redes de apoyo presenciales entre jovenes
(OECD, 2021; Wiederhold, 2020). En este marco, los Al companions han sido presentados tanto como
recursos de apoyo emocional como posibles sustitutos parciales de vinculos humanos, generando un
debate académico aun incipiente y fragmentado (Elgan & Bjerke, 2023; Montag et al., 2023). La
ausencia de consensos claros sobre sus efectos relacionales evidencia la necesidad de analisis
sistematicos y rigurosos.

Desde una perspectiva social, educativa y ética, comprender la disrupcion algoritmica en las relaciones
humanas juveniles resulta fundamental para orientar politicas publicas, marcos regulatorios y estrategias
de alfabetizacion digital critica (UNESCO, 2021; OECD, 2022). En este sentido, el presente estudio
adquiere relevancia al proponer una revision sistematica que permita sintetizar la evidencia disponible,
identificar vacios de conocimiento y aportar insumos tedricos para una integracion responsable de la
inteligencia artificial en la vida relacional de las nuevas generaciones (Floridi et al., 2018).
Fundamentacioén Tedrica

La fundamentacion teodrica de este estudio se sustenta en un enfoque interdisciplinario que articula
aportes de la sociologia de la tecnologia, la psicologia del desarrollo, la interaccion humano-
computadora y la ética de la inteligencia artificial (Vallor, 2016; Danaher, 2019). Desde esta perspectiva,
la tecnologia es concebida no como un instrumento neutral, sino como un agente activo que co-configura
practicas sociales, subjetividades y formas de relacion (Latour, 2005; Couldry & Mejias, 2019).

El concepto de disrupcion algoritmica se vincula con la capacidad de los sistemas automatizados para
alterar estructuras sociales preexistentes mediante la introduccion de légicas de prediccion,
personalizacion y optimizacion basadas en datos (Zuboff, 2019; Gillespie, 2020). En el ambito

relacional, esta disrupcion se manifiesta cuando algoritmos disefiados para interactuar socialmente

comienzan a ocupar espacios simbolicos y emocionales tradicionalmente reservados a las relaciones




humanas directas (Turkle, 2017; Gunkel, 2018). Los Al companions representan una expresion
paradigmatica de este fenomeno al simular presencia social y afectiva.

Desde la teoria de la interaccion humano-computadora, se ha demostrado que las personas tienden a
aplicar normas sociales a las tecnologias interactivas, atribuyéndoles intencionalidad, personalidad y
capacidad de respuesta emocional (Reeves & Nass, 1996; Nass & Moon, 2000). Esta tendencia se
intensifica con el uso de modelos de lenguaje avanzados, capaces de sostener conversaciones
prolongadas, adaptativas y emocionalmente congruentes, lo que refuerza la percepcion de vinculo
relacional (Bender et al., 2021; Lemoine & Srinivasan, 2023).

En el plano psicologico, la teoria del desarrollo psicosocial de Erikson (1968) y el enfoque de la adultez
emergente propuesto por Arnett (2015) ofrecen marcos relevantes para comprender la vulnerabilidad y
plasticidad relacional de los jovenes. Durante estas etapas, la busqueda de intimidad, validacion y apoyo
emocional resulta central, lo que puede favorecer la adopcion de Al companions como fuentes
alternativas o complementarias de interaccion afectiva (Skjuve et al., 2021; Elgan & Bjerke, 2023). Esta
dindmica plantea interrogantes sobre el aprendizaje emocional y la internalizacion de modelos
relacionales mediados por algoritmos.

Desde la ética de la tecnologia, autores como Vallor (2016) y Floridi (2014) advierten que la interaccion
con agentes artificiales plantea desafios morales relacionados con la autenticidad, la dependencia
emocional y la erosion de virtudes sociales fundamentales. En particular, se ha cuestionado si las
relaciones con Al companions pueden fomentar una forma de intimidad asimétrica, donde el usuario
proyecta emociones genuinas sobre un sistema que carece de conciencia y reciprocidad moral (Danaher,
2019; Turkle, 2017).

La teoria del capitalismo de la vigilancia aporta un marco critico para analizar el trasfondo econémico
y politico de estas tecnologias, destacando cémo la monetizacion de la interacciéon emocional y la
recoleccion de datos sensibles configuran nuevas formas de poder algoritmico (Zuboft, 2019; Couldry
& Mejias, 2019). En el caso de los jovenes, esta dimension adquiere especial relevancia debido a su

mayor exposicion a entornos digitales y a las asimetrias informacionales que limitan su capacidad de

agencia critica (Livingstone et al., 2021).




Problematica

La creciente incorporacion de Al companions en la vida cotidiana de los jovenes plantea una
problematica compleja que involucra dimensiones psicologicas, sociales, éticas y educativas ain
insuficientemente abordadas por la literatura cientifica (Skjuve & Brandtzaeg, 2022; Montag et al.,
2023). Si bien estas tecnologias han sido promovidas como herramientas de apoyo emocional y
bienestar, su uso intensivo y prolongado genera interrogantes sobre sus efectos en la calidad,
profundidad y naturaleza de las relaciones humanas juveniles (Turkle, 2017).

Uno de los principales problemas identificados es la posible sustitucion parcial de vinculos humanos
por interacciones algoritmicas, especialmente en contextos de soledad, ansiedad social o exclusion
(Elgan & Bjerke, 2023; OECD, 2021). Esta sustitucion podria limitar el desarrollo de habilidades
socioemocionales clave, como la empatia reciproca, la resolucion de conflictos y la tolerancia a la
frustracion interpersonal, competencias fundamentales para la vida adulta (Vallor, 2016; Arnett, 2015).
Asimismo, la relacion emocional con A/ companions se caracteriza por una asimetria estructural, dado
que estos sistemas estan disefiados para adaptarse al usuario sin demandar reciprocidad ni confrontacion
(Danaher, 2019; Gunkel, 2018). Esta logica puede reforzar expectativas irreales sobre las relaciones
humanas, donde el conflicto, la negociacion y la alteridad son elementos constitutivos (Turkle, 2011;
Skjuve et al., 2021). En jovenes en proceso de construccion identitaria, esta distorsion relacional resulta
especialmente preocupante.

Otro aspecto problematico se vincula con la privacidad y la explotacion de datos emocionales. Los A/
companions recopilan informacion sensible relacionada con estados de animo, experiencias personales
y patrones de interaccion, lo que plantea riesgos significativos en términos de vigilancia, manipulacion
y mercantilizacion de la intimidad juvenil (Zuboff, 2019; Montgomery et al., 2022). La falta de
regulaciones especificas y de alfabetizacion algoritmica agrava esta situacion (UNESCO, 2021).
Desde el punto de vista académico, la problematica se ve profundizada por la dispersién conceptual y
metodoldgica de los estudios existentes. La ausencia de definiciones operativas claras, la heterogeneidad
de enfoques y la limitada atencion a contextos juveniles dificultan la construccion de conocimiento

acumulativo y comparativo (Floridi et al., 2018; Skjuve & Brandtzaeg, 2022). Esta fragmentacion limita

la formulacion de recomendaciones basadas en evidencia.




En consecuencia, se evidencia una necesidad urgente de sistematizar el conocimiento disponible para
comprender de manera integral como la disrupcion algoritmica, a través de los 41 companions, esta
reconfigurando las relaciones humanas en la juventud, asi como sus implicancias a mediano y largo
plazo (Livingstone et al., 2021; OECD, 2022).
Objetivos y Preguntas de Investigacion
El objetivo general de este articulo es analizar de manera sistematica la evidencia cientifica disponible
sobre la disrupcion algoritmica en las relaciones humanas, con énfasis en el fenomeno juvenil de los Al
companions, identificando sus principales enfoques tedricos, hallazgos empiricos, implicancias
relacionales y vacios de investigacion (Page et al., 2021; PRISMA, 2020).
Como objetivos especificos, se propone: (a) examinar cémo la literatura conceptualiza la interaccion
entre jovenes y Al companions; (b) identificar los efectos psicoldgicos y sociales atribuidos a estas
tecnologias en las relaciones humanas juveniles; (c) analizar los debates éticos y criticos asociados al
uso de Al companions; y (d) detectar limitaciones metodologicas y areas emergentes para futuras
investigaciones (Floridi et al., 2018; Skjuve et al., 2021).
A partir de estos objetivos, se plantean las siguientes preguntas de investigacion:

1. (Como se define y aborda la disrupcion algoritmica en las relaciones humanas juveniles en la

literatura cientifica?
2. (Qué efectos relacionales, emocionales y sociales se asocian al uso de A/ companions en
jovenes?

3. ¢ Cuales son los principales riesgos y oportunidades identificados por los estudios revisados?

4. (Qué vacios de conocimiento persisten en relacion con este fendémeno emergente?
Estas preguntas orientan la revision sistematica y estructuran el analisis critico del fenomeno estudiado
(Page et al., 2021).
METODOLOGIA
Disefio del estudio
El presente trabajo corresponde a una revision sistematica de la literatura, desarrollada conforme a las

directrices establecidas por la declaracion PRISMA 2020 (Preferred Reporting Items for Systematic

Reviews and Meta-Analyses), las cuales proporcionan un marco metodologico estandarizado para




garantizar transparencia, rigor y reproducibilidad en estudios de revision (Page et al., 2021). Este
enfoque metodologico resulta especialmente pertinente para sintetizar evidencia cientifica dispersa y
heterogénea sobre fendmenos emergentes, como la disrupcion algoritmica en las relaciones humanas
mediadas por Al companions en poblacion juvenil (Moher et al., 2009; Snyder, 2019).

La revision se orient6 desde un enfoque cualitativo-interpretativo, dado que el interés principal radico
en analizar conceptualizaciones, enfoques teoricos, hallazgos empiricos y debates criticos presentes en
la literatura cientifica, mas que en realizar una sintesis estadistica de resultados (Grant & Booth, 2009;
Petticrew & Roberts, 2006).

Fuentes de informacion y estrategia de busqueda

La busqueda sistematica de estudios se realizd en bases de datos académicas de alto impacto y
reconocimiento internacional: Scopus, Web of Science (WOS), PubMed, PsycINFO y Google Scholar,
seleccionadas por su cobertura multidisciplinaria en areas como ciencias sociales, psicologia, tecnologia
y estudios de la comunicacion (Falagas et al., 2008).

Se defini6 un periodo de busqueda comprendido entre 2015 y 2024, considerando que el desarrollo y la
popularizacion de los Al companions se intensificaron en la Gltima década con el avance de los modelos
de inteligencia artificial conversacional (Floridi et al., 2018; Russell & Norvig, 2021).

La estrategia de biisqueda combind descriptores en inglés y espafiol, utilizando operadores booleanos
AND y OR. Entre los términos empleados se incluyeron: “Al companions”, “artificial intelligence and
relationships”, “algorithmic mediation”, “human-Al interaction”, “youth”, “adolescents”, “digital
relationships”, “relaciones humano-algoritmicas”y “inteligencia artificial y juventud”. Esta estrategia
permitié maximizar la sensibilidad y especificidad de los resultados obtenidos (Booth et al., 2016).
Criterios de inclusion y exclusion

Los criterios de inclusion se definieron previamente para garantizar la coherencia y pertinencia del
corpus analizado. Se incluyeron:

(a) articulos empiricos y tedricos revisados por pares;

(b) estudios que abordaran explicitamente la interaccion entre seres humanos y A/ companions o

sistemas de 1A social;

(c) investigaciones centradas total o parcialmente en poblacion juvenil (adolescentes y adultos jovenes);




(d) publicaciones en inglés y espafiol;

(e) estudios disponibles en texto completo (Page et al., 2021).

Se excluyeron:

(a) documentos no académicos (editoriales, notas periodisticas, entradas de blogs);

(b) estudios centrados exclusivamente en aspectos técnicos de la IA sin analisis relacional o social;

(c) investigaciones enfocadas inicamente en poblaciones adultas o clinicas sin referencia al ambito
juvenil;

(d) duplicados entre bases de datos;

(e) publicaciones con informacién metodoldgica insuficiente (Moher et al., 2009).

Proceso de seleccion de estudios

El proceso de seleccion se desarrolld en cuatro fases, siguiendo el diagrama de flujo PRISMA 2020:
identificacion, cribado, elegibilidad e inclusion (Page et al., 2021). En la fase de identificacion se
recuperaron los registros iniciales a partir de la busqueda en bases de datos. Posteriormente, se
eliminaron los duplicados mediante revision manual.

En la fase de cribado, se realizo una lectura de titulos y resimenes para descartar aquellos estudios que
no cumplian con los criterios establecidos. La fase de elegibilidad consistio en la lectura completa de
los textos seleccionados, evaluando su pertinencia tematica y calidad metodologica. Los estudios que
cumplieron todos los criterios fueron incluidos en el analisis cualitativo final (Liberati et al., 2009).
Extraccion y analisis de datos

La extraccion de datos se realizd6 mediante una matriz de analisis disefiada ad hoc, que permitio
sistematizar informacion relevante de cada estudio, incluyendo: autoria, afio de publicacion, pais, tipo
de estudio, poblacion analizada, enfoque tedrico, principales hallazgos y limitaciones (Petticrew &
Roberts, 2006).

El analisis se desarrolld a través de una sintesis tematica, identificando patrones, convergencias y
divergencias en los enfoques y resultados reportados por los estudios incluidos. Este procedimiento

permitié organizar la evidencia en categorias analiticas previamente definidas, favoreciendo una

interpretacion critica e integrada del fenomeno estudiado (Braun & Clarke, 2006; Snyder, 2019).




Categorias de analisis

Con base en los objetivos del estudio y en la revision preliminar de la literatura, se establecieron cinco

categorias de analisis, las cuales orientaron la sintesis y discusion de los resultados:

1.

Conceptualizacion de los Al companions y la disrupcion algoritmica, que analiza las definiciones,
enfoques tedricos y marcos conceptuales utilizados para describir la interaccion humano-
algoritmica (Floridi, 2014; Gunkel, 2018).

Interaccion humano—IA y construccion del vinculo, centrada en las dinamicas relacionales, la
percepcion de agencia, la simulacion de empatia y la atribucion emocional a los A/ companions
(Reeves & Nass, 1996; Skjuve et al., 2021).

Impacto psicoldgico y socioemocional en jovenes, que examina efectos reportados en términos
de bienestar, soledad, dependencia emocional y desarrollo de habilidades sociales (Arnett, 2015;
Elgan & Bjerke, 2023).

Implicancias éticas, sociales y educativas, orientada al andlisis de riesgos relacionados con la
autenticidad relacional, la privacidad, la vigilancia algoritmica y la alfabetizacion digital critica
(Vallor, 2016; Zuboft, 2019; UNESCO, 2021).

Vacios de investigacion y desafios futuros, que identifica limitaciones metodologicas, areas poco
exploradas y lineas emergentes de investigacion sobre el fenémeno juvenil de los A/ companions

(Floridi et al., 2018; Skjuve & Brandtzaeg, 2022).

Estas categorias permitieron estructurar el analisis de manera coherente y alineada con los objetivos del

estudio.

Consideraciones éticas

Dado que se trata de una revision sistematica basada en fuentes secundarias, no fue necesaria la

aprobacion de un comité de ética. No obstante, se respetaron los principios de integridad académica,

transparencia metodologica y citacion adecuada de las fuentes consultadas, conforme a las buenas

practicas de investigacion cientifica (COPE, 2022).




RESULTADOS Y DISCUSION

Conceptualizacion de los AI companions y la disrupcion algoritmica en las relaciones humanas
Los resultados de la revision evidencian una notable diversidad conceptual en torno a la definicion de
los AI companions, asi como al alcance del concepto de disrupcion algoritmica aplicado a las relaciones
humanas. La mayoria de los estudios analizados coinciden en describir a los A companions como
sistemas de inteligencia artificial disefiados para mantener interacciones conversacionales sostenidas,
personalizadas y emocionalmente responsivas, con el objetivo explicito o implicito de ofrecer compaiiia,
apoyo emocional o simulacion de vinculo social (Shum et al., 2018; Skjuve et al., 2021). Sin embargo,
se observa una falta de consenso terminoldgico, utilizdndose indistintamente expresiones como social
chatbots, relational agents, empathetic Al o virtual companions, lo que dificulta la comparacion
sistematica de resultados (Gunkel, 2018; Floridi et al., 2018).

Desde una perspectiva tedrica, varios autores enmarcan a los A/ companions dentro del paradigma de la
mediacion algoritmica, entendida como la capacidad de los algoritmos para intervenir activamente en la
organizacion de la experiencia social y relacional (Gillespie, 2020; Couldry & Mejias, 2019). En este
sentido, la disrupcion algoritmica no se limita a una innovacion tecnoldgica, sino que implica una
reconfiguracion profunda de las normas, expectativas y significados asociados a la interaccion humana
(Zuboft, 2019). Los resultados muestran que los A1 companions introducen una forma inédita de relacion
en la que la reciprocidad emocional es simulada, pero no vivida, lo que tensiona las categorias
tradicionales de vinculo, intimidad y alteridad (Turkle, 2017).

Un hallazgo recurrente es que la literatura distingue entre una concepcion instrumental y una concepcion
relacional de los A1 companions. Mientras algunos estudios los abordan como herramientas funcionales
orientadas al bienestar o al entretenimiento, otros los conceptualizan explicitamente como actores
relacionales capaces de generar apego emocional y sentido de compaiiia (Reeves & Nass, 1996; Skjuve
& Brandtzaeg, 2022). Esta ambigiiedad conceptual refleja una transicion epistemologica en la forma de
comprender la relacion humano-maquina, que ya no puede reducirse a una ldgica de uso, sino que debe
analizarse como una experiencia relacional hibrida (Latour, 2005; Gunkel, 2018).

Desde la discusion teorica, estos resultados confirman los planteamientos de Floridi (2014), quien

sostiene que la IA contemporanea opera en un nivel ontologico distinto, al integrarse en los entornos de




significado humano. La disrupcion algoritmica, en este marco, no radica unicamente en la sustitucion
de funciones humanas, sino en la colonizacion progresiva de espacios simbodlicos y emocionales,
particularmente sensibles en el caso de las juventudes (Vallor, 2016). La falta de una conceptualizacion
unificada de los Al companions sugiere la necesidad de marcos tedricos mas robustos que integren
dimensiones técnicas, sociales y éticas de manera articulada.

Interaccion humano-IA y construccion del vinculo relacional

Los estudios revisados coinciden en que la interaccion entre jovenes y Al companions se caracteriza por
altos niveles de antropomorfizacion, atribucion emocional y percepcion de agencia social (Reeves &
Nass, 1996; Nass & Moon, 2000). Los resultados muestran que los usuarios jovenes tienden a interpretar
las respuestas de los sistemas como sefiales de comprension, empatia y presencia, incluso cuando son
conscientes de la naturaleza artificial del interlocutor (Skjuve et al., 2021; Lemoine & Srinivasan, 2023).
Esta paradoja —conocer la artificialidad, pero experimentar la relacion como significativa— constituye
uno de los hallazgos més relevantes del corpus analizado.

Diversos estudios empiricos sefialan que la continuidad conversacional, la personalizacion algoritmica
y la ausencia de juicio social favorecen la construcciéon de un vinculo percibido como seguro y
predecible (Elgan & Bjerke, 2023; Fitzpatrick et al., 2017). En el caso de jovenes con dificultades de
socializacion, ansiedad social o experiencias previas de rechazo, los Al companions aparecen como
espacios de interaccidn emocionalmente accesibles, donde es posible ensayar formas de autoexpresion
sin riesgo inmediato (Skjuve & Brandtzaeg, 2022).

No obstante, la discusion teorica revela que este tipo de vinculo se construye sobre una asimetria
estructural fundamental: el sistema estd programado para adaptarse al usuario, validar sus emociones y
evitar el conflicto, lo que elimina elementos esenciales de la reciprocidad humana (Danaher, 2019;
Turkle, 2011). Los resultados sugieren que esta dinamica puede reforzar una concepcion instrumental
de la relacion, donde el otro —humano o artificial— existe principalmente para satisfacer necesidades
emocionales individuales (Vallor, 2016).

Desde el enfoque de la psicologia relacional, esta forma de interaccion podria influir en los modelos

internos de relacion que los jovenes desarrollan, moldeando expectativas sobre la disponibilidad

emocional, la gestion del desacuerdo y la tolerancia a la frustracion (Arnett, 2015; Erikson, 1968). La

&




literatura advierte que la exposicion prolongada a vinculos algoritmicamente optimizados podria
empobrecer la experiencia relacional, al reducir la complejidad y ambigiiedad inherentes a las relaciones
humanas reales (Turkle, 2017).

Impacto psicologico y socioemocional de los AI companions en jovenes

En términos de impacto psicologico, los resultados de la revision muestran una coexistencia de efectos
positivos y riesgos potenciales asociados al uso de A/ companions en poblacion juvenil. Por un lado,
multiples estudios reportan una reduccion de la soledad percibida, mejoras temporales en el estado de
4nimo y una mayor disposicion a expresar emociones dificiles en contextos mediados por 1A (Fitzpatrick
et al., 2017; Inkster et al., 2018). Estos beneficios son particularmente visibles en jovenes que
experimentan aislamiento social o barreras para acceder a apoyo psicoldgico formal (WHO, 2022).

Sin embargo, la discusion tedrica matiza estos hallazgos al sefialar que los efectos positivos suelen ser
de corto plazo y altamente dependientes del contexto de uso (Montag et al., 2023; Elgan & Bjerke,
2023). Algunos estudios longitudinales advierten sobre el riesgo de dependencia emocional,
especialmente cuando el A/ companion se convierte en la principal o nica fuente de apoyo afectivo
(Skjuve et al., 2021). Esta dependencia podria interferir con el desarrollo de estrategias de afrontamiento
auténomas y con la construccion de redes sociales humanas significativas (Vallor, 2016).

Desde una perspectiva del desarrollo, la juventud es una etapa clave para el aprendizaje de habilidades
socioemocionales complejas, como la regulacion emocional interpersonal y la empatia reciproca
(Arnett, 2015). La literatura revisada sugiere que la interaccion con sistemas que simulan empatia sin
experimentarla podria generar una comprension distorsionada de los procesos emocionales, afectando
la capacidad de los jovenes para interpretar y responder a las emociones de otros seres humanos (Turkle,
2017; Gunkel, 2018).

En la discusion, estos resultados refuerzan la necesidad de adoptar una mirada critica que evite tanto el
tecnopesimismo como el tecnosolucionismo. Si bien los 4/ companions pueden ofrecer beneficios

contextuales, su integracion acritica en la vida emocional juvenil podria tener consecuencias no deseadas

a mediano y largo plazo (Floridi, 2014; Vallor, 2016).




Implicancias éticas, sociales y educativas de los AI companions en contextos juveniles

Los resultados de la revision sistematica muestran que las implicancias éticas del uso de Al companions
en jovenes constituyen uno de los ejes mas complejos y menos resueltos del debate académico
contemporaneo. En primer lugar, la literatura coincide en sefalar que estos sistemas introducen una
simulacion de cuidado, empatia y presencia emocional que, si bien resulta funcional desde el punto de
vista de la experiencia del usuario, carece de intencionalidad moral, conciencia y responsabilidad ética
(Floridi, 2014; Danaher, 2019). Esta simulacion genera una forma de vinculo que puede ser percibida
como auténtica por los jovenes, pese a tratarse de una interaccion basada en patrones estadisticos y
optimizacion algoritmica, lo que plantea interrogantes fundamentales sobre la legitimidad ética de
promover relaciones emocionalmente significativas con entidades no conscientes (Turkle, 2017;
Coeckelbergh, 2020).

Desde la ética del cuidado y la filosofia moral, diversos autores advierten que los Al companions
instauran una relacion profundamente asimétrica, en la que el joven se expone emocionalmente sin
recibir una reciprocidad genuina, sino una respuesta programada para maximizar la satisfaccion y el
apego del usuario (Vallor, 2016; Gunkel, 2018). Esta asimetria no solo afecta la autenticidad del vinculo,
sino que puede erosionar la comprension ética de la alteridad, al normalizar relaciones donde el otro no
posee autonomia, limites ni capacidad de frustrar expectativas (Turkle, 2011; Danaher, 2019). En etapas
juveniles, donde se consolidan modelos internos de relacion, esta dindmica resulta particularmente
problematica.

Un segundo eje ético central identificado en la literatura es la explotacion de la intimidad emocional
juvenil a través de la recoleccion sistematica de datos afectivos. Los 4/ companions registran estados
de animo, narrativas personales, temores, deseos y patrones relacionales, configurando bases de datos
altamente sensibles que exceden ampliamente la informacion conductual tradicional (Zuboff, 2019;
Montgomery et al., 2022). Desde el enfoque del capitalismo de la vigilancia, estos datos se convierten
en activos estratégicos que permiten predecir comportamientos, influir en decisiones y disefiar

interacciones cada vez mas persuasivas, lo que sitia a los jovenes en una posicion de vulnerabilidad

estructural frente a las plataformas tecnologicas (Couldry & Mejias, 2019).




Los resultados indican que la mayoria de los estudios revisados sefialan una insuficiente transparencia
algoritmica, asi como una comprension limitada por parte de los jovenes sobre el uso y destino de su
informaciéon emocional (Livingstone et al., 2021). Esta opacidad se agrava por la retérica del
acompafiamiento y el bienestar, que puede ocultar los intereses comerciales subyacentes al disefio de los
Al companions, generando una falsa sensacion de neutralidad y cuidado desinteresado (Crawford, 2021;
Zuboft, 2019). Desde una perspectiva ética, esta situacion plantea serias dudas sobre la validez del
consentimiento informado en poblacion juvenil.

En el plano social, la literatura revisada sugiere que la normalizacion de los Al companions podria
contribuir a una reconfiguracion progresiva de la sociabilidad juvenil, en la que la interaccién humano-
algoritmica se integra como una forma legitima y cotidiana de relacion (Skjuve et al., 2021). Si bien esta
integraciéon no implica necesariamente el abandono de los vinculos humanos, si puede favorecer
procesos de individualizacion relacional, reduccion de la exposicion al conflicto interpersonal y
preferencia por interacciones emocionalmente controlables (Bauman, 2003; Turkle, 2017). En contextos
donde la precarizacion social y la fragmentacion comunitaria ya limitan las oportunidades de encuentro,
esta tendencia podria profundizar dinamicas de aislamiento afectivo.

Desde la perspectiva educativa, los resultados de la revision destacan la necesidad urgente de incorporar
enfoques de alfabetizacion algoritmica, emocional y ética, que permitan a los jovenes comprender
criticamente la naturaleza de los Al companions y sus implicancias relacionales (UNESCO, 2021;
OECD, 2022). La educacion no debe restringirse al uso instrumental de la tecnologia, sino promover
espacios de reflexion sobre la diferencia entre simulacion y relacion, entre interaccion funcional y
vinculo humano, asi como sobre los limites éticos del acompafiamiento artificial (Vallor, 2016;
Livingstone et al., 2021).

En la discusion tedrica, estos hallazgos refuerzan la idea de que los Al companions constituyen un
desafio ético estructural, que no puede abordarse inicamente desde regulaciones técnicas o marcos de
proteccion de datos. Tal como sostiene Floridi (2014), es necesario adoptar una ética de la informacion

centrada en la dignidad humana y el florecimiento relacional, especialmente en poblaciones jovenes. En

este sentido, la disrupcion algoritmica en las relaciones humanas exige una respuesta integrada que




articule ética, educacion y politica publica, evitando que la eficiencia tecnoldgica se imponga sobre los
valores fundamentales de la convivencia humana.

Vacios de investigacion, limitaciones metodolégicas y desafios futuros

Los resultados de la revision sistematica ponen en evidencia importantes vacios de investigacion que
limitan una comprension profunda y longitudinal del impacto de los Al companions en las relaciones
humanas juveniles. Uno de los déficits mas relevantes es la escasez de estudios longitudinales, lo que
impide analizar como la interaccion sostenida con estos sistemas influye en el desarrollo emocional,
relacional y moral de los jovenes a lo largo del tiempo (Skjuve et al., 2021; Montag et al., 2023). La
mayoria de los estudios disponibles se basan en disefios transversales o exploratorios, centrados en
percepciones inmediatas, lo que restringe la capacidad de evaluar efectos acumulativos o
transformaciones profundas en los modelos relacionales (Petticrew & Roberts, 2006).

Otro vacio significativo identificado es la concentracion geografica y cultural de la evidencia disponible.
La literatura analizada se encuentra mayoritariamente situada en contextos del norte global,
particularmente en Europa Occidental y América del Norte, lo que limita la generalizacion de los
hallazgos a realidades socioculturales diversas (Floridi et al., 2018; Livingstone et al., 2021). La
ausencia de estudios en América Latina, Africa y amplias regiones de Asia invisibiliza la influencia de
factores culturales, economicos y educativos en la forma en que los jovenes se relacionan con los 4/
companions (UNESCO, 2021).

Desde el punto de vista metodoldgico, los resultados revelan una fragmentacion conceptual persistente.
No existe consenso sobre qué caracteristicas definen a un A/ companion, ni sobre como diferenciarlo de
otros sistemas de IA conversacional, lo que genera inconsistencias en los criterios de inclusion de los
estudios y dificulta la acumulacion de conocimiento comparativo (Snyder, 2019; Skjuve & Brandtzaeg,
2022). Asimismo, los instrumentos de medicion utilizados para evaluar el impacto emocional y
relacional varian ampliamente, careciendo en muchos casos de validacion especifica para poblacion
juvenil.

La discusion teodrica sugiere que estos vacios reflejan una brecha estructural entre la velocidad del

desarrollo tecnoldgico y la capacidad de la investigacion académica para generar marcos analiticos

integrados (Gillespie, 2020). Los Al companions evolucionan rapidamente en términos de realismo




conversacional, personalizacion y capacidad de simulacion emocional, lo que exige enfoques
metodoldgicos dinamicos, interdisciplinarios y éticamente informados (Floridi, 2014; Vallor, 2016). Sin
embargo, la investigacion tiende a fragmentarse en disciplinas aisladas, dificultando una comprension
holistica del fenomeno.

Entre los desafios futuros mas relevantes, la literatura destaca la necesidad de promover investigaciones
interdisciplinarias e interseccionales, que integren psicologia del desarrollo, sociologia digital, ética de
la IA, educacion y estudios culturales (Danaher, 2019; Coeckelbergh, 2020). Asimismo, se subraya la
importancia de incorporar metodologias participativas que reconozcan a los jovenes no solo como
usuarios, sino como agentes epistémicos, capaces de reflexionar criticamente sobre sus propias
experiencias con los A/ companions (Livingstone et al., 2021).

Los resultados enfatizan la urgencia de traducir la evidencia cientifica en politicas publicas, marcos
regulatorios y orientaciones educativas, que protejan el bienestar relacional juvenil sin frenar la
innovacion tecnoldgica (OECD, 2022; UNESCO, 2021). En este sentido, el desafio no consiste
unicamente en comprender los A/ companions, sino en anticipar sus efectos sociales y éticos,
promoviendo un desarrollo tecnoldgico alineado con principios de justicia, dignidad y sostenibilidad
relacional.

Tabla 1: Sintesis principales hallazgos

Categoria de Dimension L Autores Implicaciones
& Principales hallazgos P

analisis analizada representativos teoricas y sociales
Los Al companions
operan mediante Se  redefine el
modelos de lenguaje concepto de
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., algoritmos continuidad Russell (2021); humana hacia una
1. Configuracion . . 1 . .
L. conversacionales,  relacional. La Floridi et al. relacionalidad
algoritmica de los L., L, .
. personalizacion 'y personalizacion (2018); McStay mediada por
Al companions .. s .
aprendizaje algoritmica favorece (2020) sistemas
automatico la  percepcion  de algoritmicos.  Esto
vinculo significativo, plantea desafios
reforzada por la ontoldgicos sobre la
memoria contextual y naturaleza del
la adaptacion vinculo social.

progresiva a  las




de Dimension
analizada

Categoria
analisis

o Aut
Principales hallazgos urores

Implicaciones

representativos teoricas y sociales

preferencias del
usuario.

Los jovenes recurren a
Al companions para
suplir carencias
afectivas, reducir la
soledad, gestionar la

El uso de Al
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inscribe  en una
logica de

Turkle (2017); compensacion

. . ansiedad  social )
2. Motivaciones Necesidades . Kross et al. emocional,
. . . experimentar . .
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uso de Al sociales Nadkarni & transformaciones en
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identifica una fuerte . .
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S . ., experimentan un
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Transformaciones relacionales, emocional en (2003); Putnam .
. . . . reconfiguracion,
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interpersonales y vinculos alteraciones en la Nowland et al. : .
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humanas presenciales

empatia interpersonal (2018)
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interacciones
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Categoria de Dimension . Autores Implicaciones
Bhe . Principales hallazgos . , . .
analisis analizada representativos teodricas y sociales
predecibles. No clasicos de capital
obstante, algunos social y comunidad.
estudios sefalan
efectos
complementarios y no
necesariamente
sustitutivos.
Se identifican riesgos
vinculados a la .
. . Se requiere una
dependencia afectiva, ., -
., reflexion ética
la exposicion de datos
. profunda sobre el
. sensibles, la .
Dependencia . ., . disefio y uso de Al
. i . manipulacion Floridi (2019); . ,
5. Riesgos éticos, emocional, . companions, asi
., . emocional y la Zuboft (2019);
psicologicos y privacidad, . . como marcos
sociales asociados manipulacion ausencia de regulacién Crawford regulatorios ue
I,) . ética clara. Los Al (2021) gu‘ . q
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companions pueden S
psicologico y la
reforzar sesgos ,
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diversidad relacional ] '
del usuario.
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integrar la .
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L . emocional en los__ . .
6. Implicaciones emocional, . . Williamson usos  responsables,
. ., sistemas educativos. )
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. . . . Los Al companions . . .
socioculturales digital y convivencia Buckingham  convivencia
) pueden ser .
social . (2020) equilibrada entre
herramientas .
cdacbeicas tecnologia,
pedagog afectividad y

complementarias si se
utilizan de forma
critica y supervisada.

relaciones humanas.

Fuente: Elaboracion propia

CONCLUSIONES

La presente revision sistematica permitié analizar de manera rigurosa y comprehensiva el fenomeno

emergente de los Al companions y su impacto en las relaciones humanas, con especial énfasis en la

poblacion juvenil. A partir de la aplicacion de la metodologia PRISMA y del analisis estructurado de

diversas categorias analiticas, se evidencié que la incorporacion de agentes conversacionales basados




en inteligencia artificial no constituye un fendmeno marginal ni meramente tecnoldgico, sino una
transformacion profunda en las dinamicas relacionales, afectivas y sociales contemporaneas, con
implicaciones que atraviesan dimensiones psicoldgicas, éticas, culturales y educativas (Floridi et al.,
2018; Turkle, 2017; Zuboff, 2019).

En primer lugar, los resultados asociados a la configuracion algoritmica de los Al companions permiten
concluir que estos sistemas no operan unicamente como herramientas funcionales de asistencia digital,
sino como dispositivos relacionales disefiados para simular empatia, reciprocidad emocional y
continuidad interactiva. Los avances en modelos de lenguaje, aprendizaje automatico y personalizacion
algoritmica han posibilitado la creacion de experiencias conversacionales altamente inmersivas, capaces
de generar en los usuarios la percepcion de comprension, cuidado y presencia simbolica (McStay, 2020;
Russell, 2021). Esta capacidad técnica redefine el concepto tradicional de interaccion social,
desplazandolo desde la intersubjetividad humana hacia una forma de relacionalidad mediada por
sistemas inteligentes, lo que plantea interrogantes ontologicos sobre la naturaleza del vinculo, la agencia
y la autenticidad en las relaciones contemporaneas.

Desde una perspectiva sociopsicologica, la revision permitio identificar que las motivaciones juveniles
para el uso de Al companions se encuentran estrechamente vinculadas a contextos de vulnerabilidad
emocional, soledad, ansiedad social y precarizacion de los vinculos interpersonales presenciales. Los
jovenes recurren a estos sistemas como espacios seguros de interaccion, donde el riesgo de rechazo,
juicio o conflicto se ve significativamente reducido (Kross et al., 2021; Nadkarni & Hofmann, 2012).
En este sentido, los Al companions emergen como mecanismos compensatorios frente a déficits
relacionales estructurales, exacerbados por dinamicas sociales contempordneas como la
hiperconectividad digital, la fragmentacion comunitaria y la presion por el rendimiento individual
(Bauman, 2003; Putnam, 2000).

No obstante, si bien estos sistemas pueden ofrecer alivio emocional temporal y experiencias de
acompafiamiento percibidas como positivas, los resultados sugieren que su uso sostenido también puede
contribuir a la consolidacion de patrones de evitacion social, dependencia afectiva y reduccion

progresiva de la inversiéon emocional en relaciones humanas complejas. Esta ambivalencia refuerza la
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necesidad de comprender el fendémeno desde una logica no dicotdomica, reconociendo tanto sus
potenciales beneficios como sus riesgos latentes (Turkle, 2015; Nowland et al., 2018).

Enrelacion con la construccion de la identidad juvenil, los hallazgos permiten concluir que la interaccion
prolongada con Al companions influye significativamente en los procesos de autopercepcion,
autorrepresentacion y validacion emocional. Durante una etapa vital caracterizada por la busqueda de
sentido, pertenencia y reconocimiento, los jovenes encuentran en los agentes algoritmicos una fuente
constante de retroalimentacion positiva y coherencia narrativa del yo (Erikson, 1968; Giddens, 1991).
Sin embargo, esta validacion algoritmica, al carecer de la alteridad genuina y la imprevisibilidad propia
de las relaciones humanas, puede limitar el desarrollo de competencias socioemocionales
fundamentales, como la tolerancia a la frustracion, la negociacion de conflictos y la construccion de
identidades relacionales complejas.

Asimismo, la revision evidencia que los Al companions contribuyen a una transformacion profunda de
las relaciones interpersonales humanas, no necesariamente a través de su sustitucion absoluta, sino
mediante una reconfiguracion de las expectativas relacionales. Los jovenes expuestos de manera
intensiva a interacciones algoritmicas tienden a preferir vinculos controlables, predecibles y
emocionalmente “seguros”, lo que impacta en la calidad, profundidad y sostenibilidad de las relaciones
presenciales (Bauman, 2003; Turkle, 2017). Esta transformacion sugiere un desplazamiento desde
relaciones basadas en la reciprocidad y la vulnerabilidad compartida hacia modelos relacionales
optimizados, donde el otro se adapta al usuario y no viceversa.

Uno de los aportes centrales de esta revision radica en la identificacion y sistematizacion de los riesgos
éticos, psicoldgicos y sociales asociados al uso de Al companions en poblaciéon juvenil. Entre los
principales riesgos se destacan la dependencia emocional, la erosién de la autonomia relacional, la
exposicion de datos sensibles, la manipulacion afectiva y la reproduccion de sesgos algoritmicos
(Floridi, 2019; Crawford, 2021). La ausencia de marcos regulatorios claros y de principios éticos
vinculantes en el disefio y despliegue de estos sistemas incrementa la vulnerabilidad de los jovenes,
quienes, en muchos casos, interactiian con tecnologias opacas cuyos intereses comerciales no siempre

se alinean con su bienestar psicologico (Zuboft, 2019).
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En este contexto, las conclusiones refuerzan la urgencia de avanzar hacia una ética del disefio
algoritmico relacional, que incorpore principios de transparencia, responsabilidad, cuidado y respeto por
la autonomia del usuario. No se trata inicamente de regular el uso de la inteligencia artificial, sino de
repensar criticamente los modelos de negocio, las logicas de personalizacion extrema y la
mercantilizacion de la afectividad que subyacen al desarrollo de los Al companions (Floridi et al., 2018).
Desde una perspectiva educativa y sociocultural, la revision concluye que los sistemas educativos
desempeifian un rol estratégico en la mediacion de este fendmeno. La integracion de los Al companions
en la vida cotidiana de los jovenes exige el fortalecimiento de la alfabetizacion digital critica, la
educacion emocional y la conciencia algoritmica, como competencias clave del siglo XXI (Selwyn,
2019; Williamson, 2021). La educacion no debe posicionarse unicamente como un espacio de
advertencia frente a los riesgos, sino como un entorno de reflexion, didlogo y construccion de usos
responsables, donde los jovenes puedan desarrollar una relacion consciente, ética y equilibrada con las
tecnologias emergentes.

Asimismo, los resultados sugieren que los Al companions podrian tener un potencial pedagogico
complementario si se integran de manera regulada, transparente y supervisada en contextos educativos
especificos, como el acompafiamiento emocional, el aprendizaje autorregulado o la orientacion
personalizada. No obstante, este potencial solo puede materializarse si se prioriza el desarrollo humano
integral por sobre la eficiencia tecnologica, evitando la delegacion de funciones relacionales
fundamentales a sistemas algoritmicos (Buckingham, 2020).

En términos metodologicos, esta revision sistematica evidencia la necesidad de profundizar en estudios
longitudinales, interdisciplinarios y culturalmente situados que permitan comprender los efectos a largo
plazo del uso de Al companions en la juventud. La mayoria de los estudios analizados se concentran en
contextos occidentales y presentan limitaciones en cuanto a diversidad sociocultural, lo que abre lineas
de investigacion futuras orientadas a explorar el fendmeno en contextos latinoamericanos, educativos y
comunitarios, donde las dinamicas relacionales y los marcos culturales presentan particularidades
significativas.

A modo de cierre integrador, esta revision concluye que la disrupcion algoritmica en las relaciones

humanas no debe ser interpretada como un proceso inevitable ni univocamente negativo, sino como un
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fenémeno complejo, dindmico y socialmente construido. Los Al companions no solo reflejan avances

tecnologicos, sino también las carencias, aspiraciones y tensiones de las sociedades contemporaneas.

Comprender su impacto en la juventud implica asumir una responsabilidad colectiva que involucra a

disefiadores tecnoldgicos, educadores, investigadores, responsables politicos y a los propios jovenes

como agentes activos en la construccion de futuros relacionales mas humanos, €ticos y sostenibles.

En este sentido, el desafio no radica en rechazar la tecnologia, sino en humanizar su disefio, su uso y su

integracion social, asegurando que la inteligencia artificial contribuya al fortalecimiento —y no a la

sustitucion— de los vinculos humanos que sostienen la cohesion social, el desarrollo emocional y la

dignidad relacional de las nuevas generaciones.
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